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This report presents the principles of the income protection (IP) insurance policy aswell asthe
procedures used to estimate the corresponding premia. An overview of the income protection concept
is presented first. A generd description of the rating procedure is presented followed by atechnica
discussion of the data and the statistical equations used in the premiaestimations. Fortran code used in

the rating process is provided in three gppendices.

The Income Protection Policy

The income protection policy (IP) insures producers againgt low income events due to either
low yidds and/or low prices. In contragt to the traditional multiple peril insurance, however, the income
protection policy will not provide indemnitiesif yidds are low but prices are sufficiently high so that
revenues exceeds the payment trigger levels. Conversealy, the income protection policy will pay
indemnitiesat higher yidd levelsin years when prices are low enough to reduce revenuesto levels
below payment trigger levels. Figure 1 graphicaly contragts the Stuations in which the income
protection policy would pay out to the current yield insurance payouts. In both cases, the assumed
APH yidd is 100 units with an expected prices of $2 per unit of output. Both theyidd and |P payment

triggers are assumed to be 75% of the mean vaues.
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The current multiple peril yidd insurance incurs indemnities whenever yidds fal below 75%,
regardiess of the price received for the quantity actualy produced. If prices are high enough to offset
the yidd loss, the revenues received from the crop may exceed $150 (75% of the expected gross
return) with the producer recalving additiona indemnities further increasing income. These events are
graphically demonstrated by the area above and to the right of the curve, PY = 150, and to the left of
theline, Y= 75.

If producers are concerned with low revenue events rather than low yield events, the producer
would be more concerned with events below the curve, PY = 150. Thus a producer who would elect
|P coverage would be forgoing payments associated with events to the left of theline, Y = 75, but
below the curve PY = 150.

The payout distribution and hence the actuarily neutral premia associated with each policy will
differ and will depend upon the joint probability dengty function of price and yidd. The remainder of
this report will describe the procedures used to estimate the joint distribution of prices and yields as

well as the procedures used to estimate the actuarily neutrd premia.

Basic Procedures

The procedures used to rate this product are somewhat involved. Figure 2 isaflow chart
which graphicdly portrays the stepsinvolved in the process. In this section we present an overview of
the process described in the flow chart. 1n the following section a more detailed mathematical
description is presented. The order of the presentation follows the steps of the flow chart in both

discussons.



Steps 1 and 3. The prospective buyer is required to provide from four to ten years of yield
history data on the farm’ s tota acres grown in the county (units are not dlowed in the [P pilat). If the
producer does not have four years of data the appropriate t-yields are assgned. The producer isaso
required to provide the years associated with each reported yield. The producer'syields are used to
cdculate the normd APH yidds and the revenue trigger levels.

Step 2. The mode uses four additiond sets of datain the rate-making process. (1) nationa or
regiond yidld data [from Nationa Agriculturd Statistics Service (NASS)], (2) futures price data, (3)
county yield data[NASS], and (4) panel or cross-sectional time series data on producer yields.

Steps4 and 5. The nationd or regiond yield seriesis used to estimate the yield trend. The
estimated yield trend is then imposed on each county series of that crop. Figures 3,4, and 5
graphicaly present the nationd yields and estimated trend for corn, spring whest, and southeastern
cotton, respectively. A discussion of the technica aspects of the estimation is presented later.

For each county we use along yield history to more accurately estimate the frequency and
severity of regiona events, which cannot be adequately captured in 4-10 years of level data. The
estimated nationd trend isimposed upon the county yield series. Figures 6-12 graphically portray
representative county yields as well asthe estimated trend for each of the counties reported. The rating
procedure adjusts for differing productivity between counties by estimating separate intercepts for each
county. Figure 13 contragts the county yields in Benton County, Indianato those of Adair County,
lowa. It is gpparent that the county yields of Benton County are higher than those in Adair County.

The estimated differences in the mean yidds, after accounting for trend, is about 13 bushels per acre.



In each county examined, the yield variability increases with expected county yidds. To
account for this heteroskedadticity, the county yields are converted to proportions. Thisis
accomplished by dividing the actud county yield by the predicted county yidd. Figures 14-20
graphicaly present the resulting proportions as a percent of the predicted yield. It is gpparent that these
geographicaly dispersed counties have experienced different regiond events. When estimating premia,
the long-term history of proportiond deviaionsis used to estimate the likelihood of regiond events.

Steps6 and 7. APH farm level data from the Federal Crop Insurance Corporation (FCIC) is
used to estimate the additiond producer level yidd variability beyond that contained in the long-term
county yield series. It is assumed thet the rdative farm leve variability around the county yieds has
remained unchanged acrosstime. Data was extracted from FCIC's APH filesfor al farms reporting 8
(for corn and wheat) or 6 (for cotton) or more years of APH yields for each county. Each farm'syields
were used to estimate that farm's average yields as a proportion of the county's expected yield. (This
processis discussed more fully later in the report.) Farm leve proportional errors are then regressed
on the county proportiond errors. This process decomposes total farm level proportiona variability
into two parts events affecting the entire county and the remaining farm leve variability. Thisresdud
farm levd variahility is recombined with the longer term county variability when premia are estimated.

The individud farms data (from step 1) is aso converted to proportiond yields and a mean
proportion computed. This mean proportion is the farm's yield as a proportion of the expected county
yidd. Hence, if afam'syield were 120%, or 1.2 times the actuad county yidld for 4 years, the farm's
expected proportion would be 1.2, or 120%. Aswill be noted in following examples, the resulting

expected yield of the farm will usudly not be the same as the farm's APH yield, which was used to



determine the revenue payment trigger levels. The rating process adjusts rates to account for this
possible divergence.

Step 8. Higtorical futures price data are used to estimate the variability in prices. Corn prices
are based on the December corn contract on the Chicago Board of Trade (CBOT). Wheat usesthe
September CBOT contract, while cotton uses the December contract on the New Y ork Cotton
exchange. The processfor cornisasfollows. (1) At thetime of Sgn-up, the February average of the
December futures price is multiplied by the APH yield and used to determine the indemnity trigger
leves. Inthefdl, the November average of the December futures pricesis multiplied by the producer's
yield to determine the revenue to count. (Cotton uses the average price from last two weeks of January
and the first two weeks of February. Wheat uses the average of February futures prices.)

Thirty-five years of higtorica futures market data are used to estimate the probability
digtribution of price changes from February to November for the December futures price. Historical
prices were caculated and inflated to 1995 purchasing power units. An examination of the data
indicated that the presence of price sabilization |oan rates sgnificantly reduced the variability of
potentia price movementsin years when prices were close to the loan rates. To account for the effect
of loan prices upon price variability, the historica deviations were scaled up for those years. The
scaed price deviations are then regressed upon county yield deviations to account for the correlaion
between price and the county's yield. The process decomposes the variation in pricesinto two parts,
that associated with county yield variability and aresdud variation.

Steps 9-13. The above Seps estimate various parameters which are used to estimate actuarily

neutra premia. However, the estimates of the parameters are themsalves random variables. The



precison with which these variables can be estimated varies with the length of the corresponding data
sets as well asthe structure of the gatistic itsdlf. (It iswel known that the variance of an estimated
sample mean decreases with increases in sample size.) When estimated statistics are used to estimate
premia, an additiona source of uncertainty enters the rate making process. Bootstrapping is arobust
nonparametric atistica procedure that substitutes computer power for often intractable mathematica
andyss. Premiaare adjusted to account for the degree of parameter uncertainty inherent in the data
set. Hence, other things equd, afarm with four years of APH yidds will pay adightly higher premia
than will afarmer with 8 years of APH data due to the increased uncertainty with respect to the farm's
mean yield levels.

Bootstrapping is essentialy a Monte Carlo process which first regenerates a number of samples
using the assumed dtatistica process and then reestimates the satistica parameters of interest. The
digtribution of the reestimated satistics is used to gpproximate the distribution of the origind parameter
esimates. After the origind datistics are estimated in steps 4-8, a sample representing the entire
process is regenerated in steps 9-13. The Satistics of interest are reestimated in steps4-8. The
processis repeated until 200 sets of reestimated parameters are obtained.

Steps 14-21. Upon completion of the 200th reestimation, the moded estimates the premia by
completing 10,000 smulations of yield, price, and revenues using the parameters and variability from
seps4-13. After 10,000 smulations, actuarily neutra premia are calculated as the average payout

over thesmulations. Loads and subsidies are added to obtain the find premiafor quote.



The above discuss on summarizes the premia estimation process. The following section
presents a more detailed mathematica description of the rating procedures. Numerica examples are

a so presented, which demongtrate certain key concepts in the rating process.

A Mathematical Description

National Yield Trend (Step 4). Due to heteroskedadticity, the nationd yield trend parameter is

estimated using three stage least squares as follows.
Regress.
N, " b % b)'t % a @)

the
where N, isthe nationdl yiddinyear t, b’ and b’ are esimated national parameters, and 0" is

esimated resdud. Thereare T years of naiond yield data.
Regress.
M atw altw vl @)
where *GtN* is the absolute value of the origind resduds.
Predict:

au " a) % aNt €
where al, is the predicted absolute value of the origindl residudl.

Condtruct the transformed variables:

N, = N,/ab,



(4)

Q)

where 62N is the estimated trend after accounting for heteroskedadticity.

For the later bootstrap sample regeneration, construct
N, " b % b)'t (6)

The County Model (Step 5)
LetC,=1, ..., S bethe county yield series over Syears. Again, three-stage least squaresis

used to estimate the desired parameters.
Compute:
cds " C. ! b)'s @)

where CDs is the difference between the observed county yield and 62N s for year s.

Edtimate the intercept term as
S
)

)

(10)



Edimate:

cds " &, 1, % & (12)
and 85
using least squares, where élc is the estimated intercept after accounting for heteroskedadticity

is the estimated proportiona county error. To facilitate later estimates, construct:

C,ma % b)'s (12)

(13)

The Panel Data (Step 6)

The panel data consists of historic APH yields as recorded in the FCIC's database. Let y;, be
the reported APH yidd for fam f = 1, ..., F inyear q. Let Q' be the number of observations reported
by fam f. Inthe database, Q' isfar less than the number of observations available on the county data
but there are usudly many farm level observations (F of them for each year in the data series).

The rate making process uses information contained in the county data series to adjust for the
representativeness of the years for which the producer reportsyields. This processis demonstrated
with anumerica example. Figure 21 presentsthe last 10 years of Benton County, Indiana corn yields.
An examination of Figures 8 and 16 indicate that the years 1988 and 1991 were two of the three
lowest county yield events (as a percent of the expected trended yield) in the past 50 years. A farmer
whose APH yidd series contains the years 1988 and 1991 would have seen the farm's APH average

yield drop subgantidly. Given the information within the county yield series and assuming thefamisa



member of the county pool, the farm's smple APH average yidd is biased downward as an estimate of
the farm's true expected yidd.

The rate making process adjugts the premiato account for the potentid bias. The following
discussion presents the procedures used to account for the information contained in the county series
concerning the representativeness of the farm'syield series. The processis completed for each fam in

the pand data and later for the individua purchasing insurance. To proceed, compute:

c'"uQ - ¢, (14)
q

for each farm where é(‘; is the county yield proportion (from (13)) for year q as reported by farm f,

and Q' is, again, the number of observations reported by farm f. Q isthe average of the C vauesfor

the years reported by producer f.
Condtruct:

37(: ) yc:/|éq Qf) (15)
ad

g " Q" 9, (16)

q
A The
where, again, y;, istheyield for farm f in year g and C, isthe predicted county yield for year g.
representativeness of

expresson ; isatransformed yield proportion that has been normalized for the

average famyidd
the county yieldsin the years reported by the producer. Thevaue ¥ . isthe

proportion as a proportion of the expected county yield.

10



To demondtrate the above process, consider the valuesin Table 1. The table contains county
datafrom Benton County Indiana as well as data from ahypothetica fam. Thefarms yidds, y;, are
120%, or 1.2 times the county yields in each year. The table demongtrates the effect of the years

(16)), which is termed the
reported on the farms estimated APH yield aswell asthe ;Zf vaues (from

proportional APH.  In the table the notation used is CHAT = C,, CTILD = C/, CTILDHAT = C/,

and Yf =y, If only thelast four years are used, the estimated yield APH of thefarm is 1673, while

~f o county yields for the years 19921995 are
C " 0.99098. The latter number indicates that the

goproximately centered on thetrend line. The resulting APH yidd is not likely to be very biased asa
prediction of the farm'syield (if trend is accounted for). Note that the proportional APH or gf 1.2,
farm yields were, by condruct, 1.2 times the county yield.
as would be expected given that
When eight years of data are used to calculate the APH, the result is considerably different. In

this case, the abnormdly low yidds from 1988 and 1991 result in a APH yield of 149.0—more then
now equals 0.90487,

elghteen bushels below the result when four yearsare used. Similarly, Q
indicating that county yields for 1988-1995 are centered about 10% below the trend line. The resulting
APH yieldsis now biased downward even after adjusting for trend. The proportional APH, or ¥ .
example farm yield series

again equas 1.2 as should be the case given the congtruct of the

The implications of the above example are potentially serious. By condiruct, the actud
expected yield and the yidd didtribution is the same in both cases at 120% of the expected county
yidd. Yet with the current APH rules, the two cases would result in different revenue trigger levels
which correspond to different percentages of the producer's expected revenue, conditional upon

information contained in the county data. The IP rates are adjusted to account for the different revenue

percentages actualy being insured. The estimation process continues as follows.
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Construct:
Gy ™ Jq ! & (17)
a Ya X
and regress
Gl " bl%b

2Cq ' ) % &, (18)

f
q
The above process decomposes the farm level proportiona variation into two components. (1) that
explained by the county proportiond variation and (2) the remaining uncorrdlated variability. To

facilitate the bootstrapping exercise, construct

~Af w | Of ~f Rf f
aq " by % by Clv CY. (19)

TheIndividual Farm's Data (Step 7)
A smilar processis completed for theinsured'syied history. Let Z; bethe farm'syidd in year |

with | total obsarvations. As before, construct:

c- %. - ¢ (20)

z " z/,CS (21)

2 ®
and

G " b % Bél C ! g) (for bootstrapping only) (23)

12



The Price Model (Step 8)
Letpd,, u=1, ..., U, beU scded price deviations. To estimate the relationship between price

deviations and yidd deviations, regress.

« 2Py QP 2 AP
pd, * by % b7 C, 1 C, % & (24)

where Blp and 55 are estimated parameters, C,, isthe county yied in yeer u, éu is the predicted
county yield
county yield in year u, and éuF> isthe estimated deviation remaining after accounting for the

deviations. To facilitate the bootstrapping, construct:

pd, " by % by C, 1 C, (25)
Bootstrapping New " Samples”
Bootstrapped samples are regenerated as follows!
Nationa Yields. For theorigind T yearsandforj =1, 2, ..., 200
< Draw &} (from (5)) with replacemert.
< Construct N ™ N, % &y ( & (26)
where N, is obtained from (6) and al, isfrom (3).
County Yidds Fortheorigind Syearsandj =1, 2, ..., 200
< Draw és?j (from (11)) with replacement.
< CongructC * C % C&j " Cql % &g, (27)

1Space preventsacompl etediscussion of thebootstrapping literature. Theinterested reader isreferredtothearticles
inthereferencelist.

13



where C_ isfrom (9).

Panel Data. For each of the F farms and Q; observations per farm
< Draw é;‘j from (18) with replacement.
< Construct yg; * 'ﬂ % O % é;j) Iéq Qf)

X N (14).
where §' isfrom (16), Oé isfrom (19), C, isfrom (9), and g isfrom

Individud Daa For the | observations,

< Draw éhj from (18) with replacement.
< Construct Z, Iz % G Ij) I |=.) (29

where z isfrom (22), (i |sfrom (23), c isfrom (9), and C isfrom (20).
Price Data. For the U observations,
< Draw & from (24) with replacement.
< Construct pd, . * ptl, % &, (30)
As can be seen by an examination of (1)—30), the regenerated bootstrapped samples are

of the

congructed by reversing the origind estimation transformations with resampled errors. For each

RHS

j system samples the parameters b, 4,7, b %, b Z and b,” arereestimated using the

variables from the origind regressons. The reestimated parameter estimates are used to gpproximate

the uncertainty in the origind parameter estimates.

Before proceeding to a discussion of the revenue smulation it should be noted that the code

distributed to vendors does not actualy complete al the estimations described above. To reduce

execution time the resulting parameter estimates and residuals were written to data files. [N addition, the

14



mapped into an inverse
large and varying (by county) number of observationsin éé (from (18)) were

cumulative density function (CDF) from which the errors used in the smulations are actudly drawn.

The process involved in doing so isincluded in the code presented in Appendix C.

Simulating the Distribution of Revenue

Actuarily neutral premia are estimated using the above parameter estimates and estimated
resduas. Ten thousand possible revenue redlizations were generated and used to estimate the
expected payouts and the resulting premia. The possible revenue levels are generated asfollows. The

assumed year isS. The variable names correspond to the variable names in the attached code.

The Bootstrap Number

< Randomly draw j from the integers 1, ..., 200 with replacement.

County Yield

< Draw ég from (11) with replacement.

< Congruct ~ ychats =4, % b,'S (31)

ycha§ =a_ % b ;fjs (32)

yots = yet§ " (1% éf) (33)
ycs = ychats ( ycts (34)
yc§ = ychaty ( ycty (35)

In the above, as well as the following expressions, the variable names ending with j represent the
estimated or forecast levels of the associated varigble if the jth bootstrapped parameter estimate had

been used in lieu of the origind parameter estimates.

15



Individud Yidd

< Draw é; from (18) (actudly from the inverse CDF function described above).

<  Consrut  us  =blyds! 1, % &L (36)
uj  =b,,yag ! 1, % &g (37)
Z, =yits™ Z% us (38)
Zg, =ity " -Z-,- % ug (39)
Zs =yit§ ( ychas (40)
Price Model

< Draw €], from (24)

< Construct dons = b] ycs ¥ ychas % e (42)
dpg = b yeg ! yohats, % e (42)
pns =fp+dpns (43)
png =fp+dpng (44)

where fp isthe spring average price.

Revenue

< Construct revs =pns ( Zs (45)
revg =png ( Zg (46)
rev. =revs+ (revs! revy) 47

whererev isthe smulated revenues. Expression (47) can be explained by recognizing whet the

bootstrap process actudly does. The bootstrap is essentidly a Monte Carlo study which usesthe

16



origindly estimated parameters as the actua parameters. With these known parameters a new sample
is generated and new parameters estimated. During the Smulation process, dternative vaues are
generated that differ only in the bootstrapped parameter estimates, which vary from the origina
parameter estimates. However, in the bootstrapped sample the origind parameter estimates were
actudly the true vaues of the parameters from which the samples were generated. Hence, in the Monte
Carlo exercise, avaue generated with the origind estimates, revsisthe "true' vaue, while the estimate,
revy, isthe "forecast” vaue usng the jth possible set of parameter estimates. In the Monte Carlo
study, the "forecast error” isthe "actud" vaue lessthe "forecast” vaue, or
"forecast error" = revs ! revy. (48)
In redlity, the original forecast revsis merely a"forecast vaue," which itsaf has an associated
forecast error. Since we cannot obtain a description of the true forecast error structure, the "forecast
error” from the Monte Carlo exerciseisused, i.e,
rev = revs + "forecast error” (49
or
rev =revs+ (revs! revy) (50)
For amore detailed (and perhaps clearer) discussion of these concepts, the reader isreferred to the
paper by Prescott and Stengos.
The above processis repeated to generate 10,000 possible revenue redlizations. Actuarily

neutral premia are computed as the average payout for a given revenue trigger.
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The estimated premia are loaded by .88. If the producer dects to purchase insurance a alevel
less than 65% of the APH revenue leve, the subsidy is set at 60% of the 50% revenue premium. At

election levels of 65% or higher, the subsidy is set a 75% of the 50% revenue premia.

18



FIGURE 2
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FIGURE 4
National Wheat Yields
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FIGURE 3
National Corn Yields
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FIGURE 5
Southeastern Cotton Yields
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FIGURE 6: CORN YIELDS

Champaign County, Illinois
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FIGURE 7: CORN YIELDS
Adair County, lowa
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FIGURE 8: CORN YIELDS

Benton County, Indiana
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FIGURE 9: WHEAT YIELDS
Kittson County, Minnesota
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FIGURE 10: WHEAT YIELDS
Grand Forks County, North Dakota
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FIGURE 11: COTTON YIELDS
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FIGURE 12: COTTON YIELDS
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FIGURE 13: CORN YIELDS
Adair County, lowa and Benton County, |ndiana
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FIGURE 14: PROPORTIONAL CORN YIELDS
Champaign County, Illinois
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. PROPORTIONAL CORN YIEL

Adair County, lowa
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16: PROPORTIONAL CORN YIEL

Benton County, Indiana
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FIGURE 21
Benton County, Indiana
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TABLE 1

Example APH Calculations and Premia Adjustment, Benton County, Indiana

Example with four yearsin the APH history

Years C CHAT CTILD Yf Yf
CHAT ( CTILDHAT
1995 113.9 143.73 0.7925 136.7 0.9596
1994 162.5 141.80 1.1460 195.0 1.3877
1993 131.6 139.87 0.9409 157.9 1.1394
1992 149.6 137.93 1.0846 179.5 13133
CTILDHAT 0.99098
YIELD APH 167.3
PROPORTIONAL APH 1.2
ESTIMATED PREMIUM PER ACRE $13.17
Example with eight yearsin the APH history
Years C CHAT CTILD Yf Yf
CHAT ( CTILDHAT
1995 1139 143.73 0.7925 136.7 1.0509
1994 162.5 141.80 1.1460 195.0 15198
1993 131.6 139.87 0.9409 157.9 1.2478
1992 149.6 137.93 1.0846 179.5 1.4383
1991 78.1 136.00 0.5743 93.7 0.7616
1990 140.6 134.07 1.0487 168.7 1.3908
1989 143.1 132.14 1.0830 1717 1.4362
1988 74.1 130.20 0.5691 88.9 0.7547
CTILDHAT 0.90487
YIELD APH 149.0
PROPORTIONAL APH 12
ESTIMATED PREMIUM PER ACRE $5.92
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